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********** Start of changes **********
5.19
Control Plane Load Control, Congestion and Overload Control

5.19.1
General

In order to ensure that the network functions within 5G System are operating under nominal capacity for providing connectivity and necessary services to the UE. Thus, it supports various measures to guard itself under various operating conditions (e.g. peak operating hour, extreme situations). It includes support for load (re-)balancing, overload control and NAS level congestion control. A 5GC NF is considered to be in overload when it is operating over its nominal capacity resulting in diminished performance (including impacts to handling of incoming and outgoing traffic).
5.19.2
TNLA Load Balancing and TNLA Load Re-Balancing

AMF can support load balancing and re-balancing of TNL associations between 5G-AN
 and AMF by using mechanisms specified in clause 5.21.1.
5.19.3
AMF Load Balancing

The AMF Load Balancing functionality permits UEs that are entering into an AMF Region/AMF Set to be directed to an appropriate AMF in a manner that achieves load balancing between AMFs. This is achieved by setting a Weight Factor for each AMF, such that the probability of the 5G-AN selecting an AMF is proportional to Weight Factor of the AMF. The Weight Factor is typically set according to the capacity of an AMF node relative to other AMF nodes. The Weight Factor is sent from the AMF to the 5G-AN via NGAP messages (see TS 38.413 [34]).

NOTE 1:
An operator may decide to change the Weight Factor after the establishment of NGAP connectivity as a result of changes in the AMF capacities. E.g., a newly installed AMF may be given a very much higher Weight Factor for an initial period of time making it faster to increase its load.

NOTE 2:
It is intended that the Weight Factor is NOT changed frequently. e.g. in a mature network, changes on a monthly basis could be anticipated, e.g. due to the addition of 5G-AN or 5GC nodes.

When Network slicing is deployed, load balancing by 5G-AN node is only performed between AMFs that belong to the same AMF set, i.e. AMFs with the same PLMN and AMF Set ID value.

The 5G-AN node may have their Load Balancing parameters adjusted (e.g. the Weight Factor is set to zero if all subscribers are to be removed from the AMF, which will route new entrants to other AMFs within an AMF Set).

5.19.4
AMF Load Re-Balancing

The AMF load re-balancing functionality permits cross-section of its subscribers that are registered on an AMF (within an AMF Set) to be moved to another AMF within the same AMF set with minimal impacts on the network and end users. AMF may request some or all of the 5G-AN node(s) to redirect a cross-section of UE(s) returning from IDLE mode to be redirected to another AMF within the same AMF set, if the 5G-AN is configured to support this. If AMF is configured with more than one GUAMI, the AMF may request some or all of the 5G-AN node(s) to redirect UE(s) served by one of its GUAMI(s) to a specific target AMF or to a different AMF within the same AMF set.
For UE(s) in IDLE mode, when UE subsequently returns from IDLE mode and the 5G-AN receives an initial NAS message with a 5G S-TMSI or GUAMI pointing to an AMF that requested for redirection, the 5G-AN should select the specific target AMF (provided by the original AMF) or a different AMF from the same AMF set and forward the initial NAS message. The newly selected/target AMF (which is now the serving AMF) will re-assign the GUTI (using its own GUAMI(s)) to the UE(s). It is not expected that the 5G-AN node rejects any request or enables access control restriction when it receives a request for redirection for load control from the connected AMF(s).

When the AMF wants to stop redirection, the AMF can indicate that it can serve all UE(s) in IDLE mode to stop the redirection.

NOTE 1:
An example use for the AMF load re-balancing functionality is for the AMF to pro-actively re-balance its load prior to reaching overload i.e. to prevent overload situation.

NOTE 2:
Typically, AMF Load Re-Balancing is not needed when the AMF becomes overloaded because the Load Balancing function should have ensured that the other AMFs within the AMF Set are similarly overloaded.

5.19.5
AMF Control Of Overload

5.19.5.1
General

The AMF shall contain mechanisms for avoiding and handling overload situations. This includes the following measures:
-
N2 overload control that could result in RRC reject and unified access barring.

-
NAS congestion control.

5.19.5.2
AMF Overload Control

Under unusual circumstances, if AMF has reached overload situation, the AMF activates NAS level congestion control as specified in Clause 5.19.7 and AMF restricts the load that the 5G-AN node(s) are generating, if the 5G-AN is configured to support overload control. N2 overload control can be achieved by the AMF invoking the N2 overload procedure (see TS 38.300 [27] and TS 38.413 [34]) to all or to a proportion of the 5G-AN nodes with which the AMF has N2 connections. The AMF may include the S-NSSAI(s) in N2 overload control message sent to 5G-AN node(s) to indicate the congestion of the Network Slice(s) at the CN part. To reflect the amount of load that the AMF wishes to reduce, the AMF can adjust the proportion of 5G-AN nodes which are sent NGAP OVERLOAD START message, and the content of the overload start procedure.

The AMF should select the 5G-AN node(s) to which it triggers overload start procedure at random to avoid that multiple AMFs in an AMF Set request reduction of load from the same subset of 5G-AN node(s).

An 5G-AN node supports rejecting of 5G-AN signalling connection establishments for certain UEs as specified in TS 38.331 [28]. Additionally, a 5G-AN node provides support for the barring of UEs as described in TS 22.261 [2]. These mechanisms are further specified in TS 38.331 [28].

Using the overload start procedure, the AMF can request the 5G-AN node to:

-
reject 5G-AN signaling connection (RRC connection over 3GPP access or UE-N3IWF connection over N3GPP access) requests that are for non-emergency and non-high priority mobile originated services; or

-
reject new 5G-AN signaling connection requests for uplink NAS signalling transmission to that AMF;

-
release 5G-AN signalling connection for uplink NAS signalling transmission where the Requested NSSAI at AS layer only includes the indicated S-NSSAI(s).

-
only permit 5G-AN signaling connection requests for emergency sessions and mobile terminated services for that AMF; or

-
only permit 5G-AN signaling connection requests for high priority sessions and mobile terminated services for that AMF;

NOTE 2:
The 5G-AN signaling connection requests listed in this clause also include the request from UE in RRC-Inactive state..

The AMF can provide percentage value that indicates how much amount of signalling traffic to be rejected in the overload start message, and the 5G-AN node may consider this value for congestion control.

When rejecting a 5G-AN signaling connection request for overload reasons the 5G-AN indicates to the UE an appropriate wait timer value that limits further 5G-AN signaling connection requests for a while.

During an overload situation, the AMF should attempt to maintain support for emergency services and for MPS.

When the AMF is recovering, the AMF can either:

-
trigger overload start procedure with new percentage value that permit more signalling traffic to be carried, or

-
the AMF trigger overload stop procedure.

to some or all of the 5G-AN node(s).
5.19.6
SMF Overload Control

The SMF shall contain mechanisms for avoiding and handling overload situations. This can include the following measures:

-
SMF overload control that could result in rejections of NAS requests.

The SMF overload control may be activated by SMF due to congestion situation at SMF e.g. configuration, by a restart or recovery condition of a UPF, or by a partial failure or recovery of a UPF for a particular UPF(s).

Under unusual circumstances, if the SMF has reached overload situation, the SMF activates NAS level congestion control as specified in the clause 5.19.7. The SMF may restrict the load that the AMF(s) are generating, if the AMF is configured to enable the overload restriction.
5.19.7
NAS level congestion control

5.19.7.1
General

NAS level congestion control may be applied in general i.e. for all NAS messages, per DNN, per DNN and S-NSSAI or for a specific group of UEs.

NAS level congestion control applied on all NAS messages is achieved by the AMF rejecting NAS messages, from the UE, with a back-off timer. To avoid that large amounts of UEs initiate deferred requests (almost) simultaneously, the AMF should select the back-off timer value so that the deferred requests are not synchronized. When the UE receives a rejection of a NAS message with a back-off timer, the UE shall not initiate any NAS signalling with regards to the applied congestion control until the back-off timer expires or the UE receives a paging request from the network, or the UE initiates signalling with a higher priority than was used when the UE received the back-off timer. 

AMFs and SMFs may apply NAS level congestion control, but should not apply NAS level congestion control for high priority access and emergency services.

5.19.7.2
General NAS level congestion control

Under general overload conditions the AMF may reject Registration and Mobility Management signalling requests from UEs using any 5G-AN. When a NAS request is rejected, a Mobility Management back-off timer may be sent by the AMF and AMF may store the back-off time per UE if AMF maintains the UE context. The AMF may immediately reject any subsequent request from the UE before the stored back-off time is expired. While the Mobility Management back-off timer is running, the UE shall not initiate any NAS request for Registration or Mobility Management procedures except for Deregistration procedure and except for high priority access, emergency services and mobile terminated services. After any such Deregistration procedure, the back-off timer continues to run. While the Mobility Management back-off timer is running, the UE is allowed to perform Registration for mobility registration update if the UE is already in CM-CONNECTED state. If the UE receives a paging request or a NAS notification message via Non-3GPP access from the AMF while the Mobility Management back off timer is running, the UE shall stop the Mobility Management back-off timer and initiate the Service Request procedure or the Registration procedure for mobility registration update.

The Mobility Management back-off timer shall not impact Cell/RAT and PLMN change. Cell/RAT and TA change do not stop the Mobility Management back-off timer. The Mobility Management back-off timer shall not be a trigger for PLMN reselection. The back-off timer is stopped as defined in TS 24.501 [47] when a new PLMN that is not an equivalent PLMN is accessed.

To avoid that large amounts of UEs initiate deferred requests (almost) simultaneously, the AMF should select the Mobility Management back-off timer value so that the deferred requests are not synchronized.

The AMF should not reject Registration Request message for mobility registration update that are performed when the UE is already in connected mode.

For CM-IDLE state mobility, the AMF may reject Registration Request messages for mobility registration update and include a Mobility Management back off timer value in the Registration Reject message.

If the AMF rejects Registration Request messages or Service Request with a Mobility Management back-off timer which is larger than the sum of the UE's periodic registration update timer plus the Implicit Deregistration timer, the AMF should adjust the mobile reachable timer and/or Implicit Deregistration timer such that the AMF does not implicitly deregister the UE while the Mobility Management back-off timer is running.

NOTE:
This is to minimize unneeded signalling after the Mobility Management back-off timer expires.

5.19.7.3
DNN based congestion control

The use of the DNN based congestion control is for avoiding and handling of NAS signalling congestion associated with UEs with a particular DNN regardless of S-NSSAI. Both UEs and 5GC shall support the functions to provide DNN based congestion control. 

SMFs may apply DNN based congestion control towards the UE by rejecting PDU Session Establishment/Modification Request messages towards a specific DNN, from the UE, with a back-off timer and the associated DNN. The SMF may release PDU Sessions belonging to a congested DNN by sending a PDU Session Release Request message towards the UE with a back-off timer. If back-off timer is set in the PDU Session Release Request message then the cause "reactivation requested" should not be set.
The AMF may provide a NAS Transport Error message for the NAS Transport message carrying an SM message and in the NAS Transport Error message include a back-off timer and the associated DNN. While the back-off timer for the specific DNN is running, then the UE will not send any NAS messages for the specific DNN.
Upon reception of the back-off timer for a DNN, the UE shall take the following actions until the timer expires:

-
If DNN is provided in association with the back-off timer, the UE shall not initiate any Session Management procedures for the congested DNN. The UE may initiate Session Management procedures for other DNNs;

-
If DNN is not provided in association with the back-off timer, the UE shall not initiate any Session Management requests of any PDU Session Type without DNN. The UE may initiate Session Management procedures for specific DNN;

-
5G-AN/Cell/TA/PLMN/RAT change do not stop the back-off timer;

-
The UE is allowed to initiate the Session Management procedures for high priority access and emergency services even when the back-off timer is running; and

-
If the UE receives a network initiated Session Management Request message for the congested DNN while the back-off timer is running, the UE shall stop the Session Management back-off timer associated with this DNN and respond to the 5GC.

The UE is allowed to initiate PDU Session Release procedure (e.g. sending PDU Session Release Request message) when the back-off timer is running.

NOTE 3:
The UE does not delete the related back-off timer when disconnecting a PDU Session.

The UE shall support a separate back-off timer for every DNN that the UE may use.

To avoid that large amounts of UEs initiate deferred requests (almost) simultaneously, the 5GC should select the back-off timer value so that deferred requests are not synchronized.

The DNN based Session Management congestion control is applicable to the NAS SM signalling initiated from the UE in the Control Plane. The Session Management congestion control does not prevent the UE to send and receive data or initiate Service Request procedures for activating User Plane connection towards the DNN(s) that are under Session Management congestion control.

5.19.7.4
S-NSSAI based congestion control

The use of the S-NSSAI based congestion control is for avoiding and handling of NAS signalling congestion associated with UEs for a particular S-NSSAI. 

S-NSSAI based congestion control is applied as follows:

-
If an S-NSSAI is determined as congested, then the SMF may apply S-NSSAI based congestion control towards the UE for SM requests which includes an S-NSSAI, and provides a back-off timer, and an associated S-NSSAI and optionally a DNN;
-
The SMF may release PDU Sessions belonging to a congested S-NSSAI by sending a PDU Session Release Request message towards the UE with a back-off timer associated to the S-NSSAI and optionally a DNN;

-
If an S-NSSAI is determined as congested, then the AMF may apply S-NSSAI based congestion control towards the UE, by providing an NAS Transport Error message for the NAS Transport message carrying the SM message and in the NAS Transport Error message include a back-off timer and an associated S-NSSAI and optionally in addition a DNN;
-
Upon reception of a back-off timer with an associated S-NSSAI and optionally a DNN, the UE shall take the following actions until the timer expires:

-
The UE shall not initiate any Session Management procedures for the congested S-NSSAI;
-
If the back-off timer was associated with an S-NSSAI and a DNN, then the UE shall not initiate any Session Management procedures for that combination of S-NSSAI and DNN;
-
If the UE receives a network initiated Session Management Request message for the congested S-NSSAI and DNN while the back-off timer associated to the S-NSSAI and DNN is running, the UE shall stop the back-off timer associated with this S-NSSAI and DNN and respond to the 5GC.
-
5G-AN/Cell/TA/PLMN/RAT change doos not stop the back-off timer for the S-NSSAI;

-
The UE is allowed to initiate the Session Management procedures for high priority access and emergency services for the S-NSSAI even when the back-off timer associated to the S-NSSAI is running;
The UE shall support a separate back-off timer for every S-NSSAI that the UE may use.

To avoid that large amounts of UEs initiate deferred requests (almost) simultaneously, the 5GC should select the value of the back-off timer for the S-NSSAI based congestion control so that deferred requests are not synchronized.
The S-NSSAI based congestion control does not prevent the UE to send and receive data or initiate Service Request procedure for activating User Plane connection belongs to the S-NSSAI that is under the congestion control.

5.19.7.5
Group specific NAS level congestion control

The group specific NAS level congestion control applies to a specific group of UEs. Group specific NAS level congestion control is performed at the 5GC. The AMF and SMF may apply NAS level congestion control for a UE associated to an Internal-Group Identifier (see clause 5.9.7). There is no impact on the UE, and hence, UE's behaviour as described in clauses 5.19.2.2 and 5.19.2.3 does not change.

NOTE:
5GC logic for Group specific NAS level congestion control is not described in this release.
********** End of changes **********

�5.21.1 is written using 5G-AN


�whole clause is ambiguous as mixing AN, NG-AN, NG AN etc but assumed that load balancing should be possible with any 5G-AN.


�This clause seems generically written and mostly uses 5G-AN, but traditionally OVERLOAD START seen as 3GPP AN specific. Seems possible to use 5G-AN as it is anyway stated to be dependent on AN support.





